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than as a single unit. The dimension of the algorithm and the individual

component's relations are casily described.within the context of the model.

A re-arrangement of the semantic content of the algorithm, a variable beyond

the descriptive scope of the model, is also analyzed. Again in the domain
of cognitive research, it was found that the logic or familiarity of the

content of the discriminators and operators has a profound effect on learning,

but that neither logic nor familiarity produces differential effects along a

concreteness dimension in the training stage. Finally, the beneficial nature

of this modeling procedure for instructional designers is discussed.
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The Rlelat-icnship2 between Algorithumic Prm!sse Cn on Models

"I think, therefore am,"' Descartes Ni05

The use of comnuter b0glc as an explanatory vehIcLem for srsychoio1ica

raliaenba*L- IqAw lNaelY &. S.Ix~ 1961; QuIiliahe d1968]. The

of ai-orich-s in instructlc=.a ' th Y has also beneflted bothf ~i recr~ an

ind-ectsyt f-rcn compUter sc -en.cb -c-aputer-type progrars, whdlch are ty

def n t on 'toure"l alo-orlint hav then direct-ly "inte r-ae d -- to the

lac-o.astea hiPgde - m a 1 Q ~can u . Orn'in'- Ehrmennpref,4

Lugar, 197; Schnd Gerlach, C S-'' Id. crt-yl' s ur s, h ne

!ndirect use o~ tr logic -4 v the s_-ence . errcsa assiste

theor-eticirnm in formuat -los c.4a so - c-----------------Or~es 'sun-

196- f91 uC3~T, 1-T 61; Uay 1l6O A logical ma-ens;V== of this

scientific et-olut~c is th use of comur Zm 1 i- a and caipu-.-

.ang-uage to =-sit . eym-f-antrgo ;ncian -a o -Cw i can c-5t.e-c -

as algorithic The tc."m=-Ii;4 reot beins -with zr exaMifati'1

~cwputer model of >2e whicha are ai-cor Ithi ceii y def Ined 'Uncen

eIoiricai 4-ta gerateA -to c tdieas conduct ed4 In cur iabcrat-orv are

Nexamnined in ->he contet of Mole t o test  0'" -~-o not U-t _ctent

MLW::~:'or - : 2 v-ipor eai r

FMuw Sans ve the a--.- rIgnrt n ransoniea no,-lt_

-userving 00"S e cc-_- uter, on~ the other, han2, Is lust~O a=ol;_1-

concep~tuall "- o mre sInni fi Can t th n I ts d fe e10oo mn t a e r cn c-So r

I istcktas rsije~ -'st~q- ,,nich

_ i-w



abliy e. 'hnk 'fa fstrand rn- -m'- " tte r, th r we

Indeed I th emas versa -,poessththv

lead researchers to infer Si2Mi1iari ties- bn-Yen complutr thoug1t0 a humranI

thought. Fltfvrr, before employing cocpuzer models a s a ma ns o

des--,ibi% and perhaps und-erstanding human coar-?tion. two restrict;ig

rincipie. ;ust be recqgnized.

First3 co.mputers were develora 4 -d- no'rmrove uc-on our own pro-cess of

thinklTna and were r4eied to _suerlxt a -re human tiuh.Thus~ h

present co ptricompletaly derr h lo on nrewooorr o-- and

can behev ofliY In certain restric~r- w-- -er vxrp C te cowu

we&re ased to drive an autombile p nt A tO &nt and the road Netc<

blocked t _od not knownwhat vod m s Wn

-rogr vzne-ri a I introduced the Cocf- cO M-otecontr

and suppnied it wI ith a011 the toolSncSsar ro &npieting th Ie ta-sk

in&:etlng an aPproarbate niap, cht~'wl = dtour, tuning u =-.-

and krnoa 1A -r reintersecticl wir th th route or des4 ra'a

oacurre, T-a computer'S ability tO =_ tehua behavo

only to the exteint to whhfi I t -Is ahunerst-cd anod Pem' a 0_

itUs ~ -- ~ Th _ trscnwO
r= n -~ ata. a- _

coug i encun-ibe= or inh-il It r'sr- era -x -So -ratjye d~

A res~r~ction isn oB sw liiatio insimtncon

to date (this report not exce-pted; _1 a a--" ed the use or cknters- -

Ifl much the sZme Way lhe did the -problemw Wl-n.le ob-serve -and analyze-

present mode of thinking., just P; sci-_erl-ts ve h bird, ari tt



to imitateL the crizticail fa cts hwoInO to-devec:o a replica oft the

phenomenon !z may Sw that. as In thbe study4 of iin 1 wem are trying! to0

undcerstand t-he process bty s im p iv kabservina and iaigrte h

searching at the s-r-m -1m fcr an obervable'- varilable which eoq~

how human v h o c c, Us Ir our -ouraceois rorerunners in aviartIu

-he authors rf "R.'s ranort a r stl obseryvIng tc blid whilt collectvi-

an,- eval-uat tna data for- later "uno-servab' !--*-tiSrverfas. Hoever, we

have -no iflt--ttilf of ieaoln aoff a In~it a StrOng wind, The

coearison- created between ca. put prranms-cI!n characteristics and

our own -Vought proesses will sers-e as rn a, r; of the two4 algorithmnic

behavior!. The anaeo 4- wea none, will assist instr ctiorina designersir

- reicXganrd planning h-slanr can best acaui-re and retain new

ninrmtzon.

The kndeX

Four basic- cotevts 0 - - eie rdilsrtdt nroduce the,

ir-Jei When deve lopk-C a w- cruzer wn oa--. Mrese cnce-ts ;nteract in an

crdCeriy fashion- to dereriline the andens ei efficiency/ of the

rogar a; s opzrc;.1  Afte ;.clyi-i modle-s stucu ew will a:;Py

its terminology end itct- the -! Jmacer siso loih

instruct Ion. Fially, %-e w =~- - ='-;c~eue of the

wrodel with te result I -. I' C Inst ruct ion.

StrutuC ofB' Ih rc' Gwtin this

setinthe texms dC.. t .- M-~ rvr g-acersztcs of

our program,. termse seia ,j ----lir:e --4- p rocessina _

chearacteristcs. The phmisica M C C ~ e r- C.. we prsne

1 w



thIlVlertn- fl'v& 4Ctart- ,

owever.- req~tire an underst-and-fn of pre eio~m ban sl 4ed --d he

nif . mw a- ca_ -- Lom -t -et

to co --t c heeuao

and lf n t §S rpre e J-W te-t

t-rao ~.---- at

Tor MRtnwhe a I

-- s I

Level L -

Since t.c- =-4 . I

-- - The depth .- ,a si1py a!b s-,a a v Ti~-f

or theN s, leveL

-t Ito z~ a TC l22-

Pc ces canC eq cneso



lab M inu- - - M

-indIepaedent varinneb .e-, vpia.~..~~pr.n

thtwo proces5-s' :Qiperatiofls I anid a-r -deoendelt.W cUte

-- s

maer Ofhich o. c 13 i t cputedfis

__ n cntastCoeatc~t3 i sria-a of Operations i and 2,

since it taen be c e ny after O-p~t-nns aM £ are creeted -

Suppse~ l~e~r .-at w5want to c -fa 4 stuaio

* where onya~~ S and MILI te s r a Ei = = we do ot nave aprc sf

Capable of raising a taur=:ivy to the thr~in diagrar. rm (3t h

process eyi ec as

Level A 0 
3

a. 

t

SCT 'al and n__-i



- Prcessng eficincy.Nextlet s cos-idr -how to des ignthprcs

-which requires the least tIme- if we wshI to optmV the -process we must

use proceseing time as our criterion. Consider the foli ing statement

-and its corresponding diagram:

y ab + (C + d 12  "41

v (5F

S- V f- ,

i 1

V I inits-

;2 unit -'- - I t

Ut-r

r-m When we c t pros thit-- o rc-opra-tioe , we obthain bor

exwamplelds te following:#

branches DI and 82, anel th-It 'the jarger -14 j-h- t " 4 te0a

iwanere B!, wich requires !0 t2nt un2ts-6

-- = it is also o v ous t h at if he vowe r t-to F)ro a ssor I( t2 :ih si1x

=4:: units of pm~ces.i.og tim.; a- is re_,lzcad b'y .2 mtlplerwh Oniso

1l ruth10untso

processing time, as In Ul, t~hen B2 wou - deterine dhe total Processing t!im;

in the abova ilustrationc Four additioal units ,woul e a ae " b 1-

"a total eadetOfBbanchoi and units), The los g-d the optial disthributlono

-- 6 -i

-- -(er-1, w ic eq i e 11 -_ -tine 11 " -:. . . : -- .. -- "'



A
mutually independent tasks -would be to "ba'anca', the branches, or to e_) oy -

more efflclent processors w aere applcah e In any case, the tota-

processing ttm can be calculated (see Mantel, Note I for a similar treat- -_
-

-ment of efficiency model-Ing).V

Another Illustration of &ptimilzing Is provlded by the followng uI

example. Assuming that one adder can add -only two numbers simultaneously,

the minimum numbe- of processors and the n inimum processing tln required

to compute

is contingent iWpn the difference oe en the processino times of the

multiplier ang the adder. Consider th foll wing cases:

MuItipiicatio, e m Ti A I -I on t i= uni: of processing

In c.!agram form (8), this is expressedL

fi f

4-

units of processing tim-a, th e tot-l proceSslg tirve. is 5-.- units.Th

Pocedu' Il11ustrated M d-ne Aan W bove Is otImal w aswred by

the Processing eime and by nuer of l-o-sSOrs; adding any additiona

rocessors wold not shrten d-- t he tohar ee -nd sivg es processors wou d

not shorten it either. When uso fo- mrinMal hardware design, the diagram

* -haws that at Level A there Is aeed For oi r-ultiolier and two adders. A t



e

Level G tier IS only one aSder; cnte of tha two from Level A can be used
-again. The lssue Is true of Level , ere one or the to adders at Level A

c b sed. -us+ the -oa minimal hardware required to yield the shor-t-

possible total computation t~me will consist of one muitpiler and two idd'r.-S

Consider tha diagram (9), in "Phich Tm  S and Ta 2, where Branch 2'

Is designed for utiizing the same adder three socces -ve ines.

X2)I

0) (3)

S units + units

2uunitsti

II
un uts

it Is evident that the computation in Branch 82 w<-: require'one ore unit

than will B-. Therefore, usIng one adder three tams in 82 is not the

shortest pos ible arrangemient. To kcep t- torsi timIe to a minimum, both

parallel adders of tI- first .levei of Granch i -as n (W)1 are still justified.

On the other hand, the. diagram (8) i -S ;u-uleA the basis of the number of

processors: one multipl er and tv-c adders, one r which is used once, the

-= other three times.

, ,inaily, consider a case In which 10 and T- 2. In h-is case.

one adder is sufficient in Branch Z. leaving four unused units of processing ii
time. The total tim- Is 2_ un t;s wt processors, onem multiplr a1 d one

adder are requtred for ninnalI totai corputatinai ti.- I

_-_ 7 77= 7-7



Paralle versus -;rial Drcsln.Tecornp-t-er is capable of6

wi-iCwt ojt5rari~ton w-..' eb sl uas': inl two discrte yavs.

( PCa::e01iC4-- ncs szI Isa t'e type ituh ocur hiring t'r -- V"cSSS

ofagie ts.Two constraints govern jaile'. Orocesstn-c.F arlelI

processing S approprite onlv when

costaint)e iscwhnre than one processor ev ilbie t is a3 design.

tne 80p-Gac-h toSO 301 ~lu pron11 Oem u para!e OeUti

( thi s Sta it ho con ri a)n.

Te H 's constraint i be OlcFre-A- by mea;ns r n-a-f le ex minle:

if Ve o i canrr t add by ussng -nree a~ r a r m~ narale ]

The second n~r-Vaint can e~ '& uf s!-p~ -aj~ -e aomputa-

tion of t -3 ct_ c-tdrs~t ~ ~ mr~ ort

rtion or- 0utt-ntta HMst ur r s' e

the smeriaI;Y' h OWC. _e not> tim _ Sei -at C- 1inhe

method have~ sel-cc 1-c- dl--Lrm =nr -Cralluct ioctbo

of rnumrical 1 *O'MU .19g ' eren---.eutos

12) jIp-c -Ax1  s ~ ane sugaesvn .knvo- tca -cuta

approach to orOin-m-olvin- pQr le pr-. =-nr an ot

more efficla t ad pn-hnsc -re v rnul. iz sub-o a greater

-variety of CznstrzntS tbawa is se~a pr- -sirno As a cnsecuence, if

=one can~not process a task inparallel, oe Stil -L~ct be able -o ooi

-SS



ici

-seraily. ifl contrast. if one cannot process a task seriallty it cannot
be canpleted untilA1 one employs different apprch to the soluticn. This -

is, of course, true only of diglital processing as opposed to analog

orocessing.

n trict-y serial promts)ng, where te serlalitv is es-ablished b- the

m ,thod t Is not pnsS-ble to reIarrange the order 0' Swhsauent

pr-ios . Total1 t im or cost or errectlvariess as me~asured by a given

parameter can rarely be optimized since there Is, genera.ly, insufficient

- -freedan for alteration or mianipulatlon of the elements in the process.

Each step is dependent upon the successful completion of the precedina

step.

~ nI wih peralei rocssln. T-o concepts discussed above

are central to the discusston of pa'ai el proc-ess. ar are partic larly

relevant to the remalnder Of this report. The fIrst i dep.t: how long

an aigor-It N, is e e-dd, or hot. nran y operations are ntce-ssary to complete
e rocess? The cornceot or deor relte DoCC~f 'l.

= ..p,- reiato processing timt.. The second

sOW ranv b-a.chws tmo_ spec -f ically , f---c: yany para le branches)
can be processeA simult-aneus or independent oi one another at at least I
one level? This concept Is related to the maximr numbSr of precessors

operating simeultaneously.

---

_ I



incomputer progrZarjlng,. we are genearallIy ;oncernea wi 1 tra3nsc--r'o m

Vn algorithm Which is quasi paraile ino truly serial algorithml. the

resul-,t.- is the "progra-n." iHowaever, even tnaigh thie couput er may (and i n

jmos t cases dots) perfo n1 the process serially, the programme~r lnitially

U enefits from conceiving and w riti1ng- t1he prOgram i.n parali'a' form. T he

hng-uage used and the hb rdwa re capau-I II .Ies then determine thfe width ar I

Edepth Of the Prograrm. More porwerful ltangua-ges triable the p-rogranvnr to

uitilize "pa rall r-ocesu IConf Igura t ion s toc a far creater extent than do

veeker ones.

The megrof the two processes. serial andc pArallel, can be lab eedi

Serioparallel. nh~ we cons idelr mrit'Iec o r loC1I C express olls, s-ari0r

paral lei. process!irigis proper!~ Ircs-~re to 11 moceses W! 4i ch can be

described as exoresrcons in the I irCuiao arithrr- or kogic. c Soe

natural lance sentences nanifest Strloaraie i=sr is tnt £-1

The strings of 0 uara-e Tons, ZLrn - S' e b sreCt

the coStrintms v te ieUnouaoe- =- = aton. the a-theo nuriter and

-riar ' fcomt~wer prozessors and vll ;rltcrr*-iations =r-he exeter o

which the language can tie appolied!. Arvances in both areas are such t~h

anyV detailed descrintion here -woulr zzoo b-- ouldtee Jrcently, iC

compu~terS (with c-re t n- ne PU) permrit Zsatm orcssmno of twoo

nonindependent tasks. Hcwe'ver. efflorts5 have aDso ,,ae to

increase effectiveness through paralle 0ros1i ' orciterent sections

of one -program.



An-example of serioparalle processlng is Ilustrated in the solution -

of the statement

y ax +b 4 ab 00a)

In dilagram form ax(1

4r4-r

A

ax I

+ b

v

Cio-asi(d4r anthreressnitososa -cc

E ~ ~ ~ a +h - g

wh-r.isnolse .* ralle no ni&s& oftea, e.



13

vI

IIt 4. ("A
-*0 ~y

Ix I-no be-eoaalM1 eaueo -a+_- cmad8)

-foloin v~h tl v abes(a x!andQ reprcesse T ntwodif8en

at o %ce Wkme f Iru 1--.ot nbt
are~~~~~' Vm -] qPse sa

~~~t ~u cano be seipaaimeca e he n woich is (eualb e 81an ,
bio~iv ef to e vataie (a, xanQar o cse nto ifrn

ba nchs fo nn~ Weas h aibe y y i=3r.rwc;-ey rntep



Thendiacran for formula C-2) In tuyredundant form Is given for

a x a -a xb vt

+ x
__ I Ix4-

LAA

£ Control of the Activity*t in DicitaI Sysem

In so called Vdigi tal systems (as Opposed to analog systems) internal

actsvitv Mves forward on a tep-by,-step basis 'By rran-A:tions from one

stAte to aeornaer States of thie systeir are s1I n --l-anr- when a desc-ription

of the =s~activity Is cons Icalre d I~w.nholOfS ra' states are

sub ecl- or -e descrIpt- on wul uncw-ble :a=sare ignored. Unsztable

sta-tes, a'so Pcallec tran-sito100r are MP-0an rbr:nsideratlions frtn -a

owe r ecaI1 emor rnie cr or Y!v.

0-dn,_ fatIVitl±s ina;illta - 'U;te can: be- acconpllshed[

by two methods. each, of which is related to a Class oir systems: synch rnized --

and asynchronized. Coct-inations or the zna capn be effected; hm~ever, they

are not of coxcern. ;=ere

Synchron= ec sy-temc. A syochroni zed system isoelnwkht ,ni

from oestatE to ano3ther area made fo-r the -whole systen (or for th sycro t

......



portIl-n o. the system) simultaneously. This I- achieved by using a s-cailed

central clock which Is set -for a certain frequency. A single period- of the

rrecuency is called a unit or a step of the clock. The length of the step

is such that there is a sufficient nmunt of tie for all transitions to

twove safely fro the current stable state into the next stable state. The

clock impulse or a signal derived from the clock is the triggering signal

for starting the transitions.

Asynhronized systems., An asylnchronltzed system is one- in which

processors or groups of ele-1-nt make tran=sitions independently of each I
other; each progresses at its op rate. As long as each group follows

its own task. Indeneradent or all others, there is n% reason to decrease =
4-i
U-

or increase the pace. However, when signals resuiting from different

act,vlties are to ne rocessed together, it becoxes ne-cessary to coqrdinate

the actions. Sinais cOming earlier ha-e to wait for signals c oa F

f rom the groups that needed miore ti-me to produce tem. internal control
is that part of the system that provides the pro'er coordination of internal

:"" activities. -

Separation of the control structure in an asynchronized system of

processors. When rre than one processor is present in a system, there

is a need for coordination of t2he actions. Tnis ned gives rise to - I

control structure consisting of local units performing snple logical

Operations. The sat of all such unit is called a control structure.

Control structure ca- -thus be described as a logica structure "hat

coordinates the activItie of the processors engaged in their own mutually

indeoendent actions. In the simpest case, unit- of control structure do



-not need -to comn~unl-cate with eazch other since a simple coordination does

4 not require it. Control structure consisting of ele-ents that work

Idependently of each other Is the i'cst level of tho hierarchy of control

complexity.
Two kinds of signals in each processor of the system are of cencern

to this control act'vity:

(1) The signals that trigger the processor for initiating 1Its activity

-letters A1 (i , i to 6)'1,, '6'1 and

(2) The snrvals convey'ng the information that the acti-vity of the

processo: is finished [ letters- F, (i I to 6) in i .(16

.,K
L I A2 V

1A3

J 

.

a1-- M
- _.ii A •. -

I i- j 5 .

i1
AII F I

.1A
Li711l I

______________ . vL G2

If _ _ _I'A-

F6P

II _j



-xampe 1fe A-snchronized s-and its -ontrol Structure

Dhgraum -) shics a syste o- sIx processors, 21 through P6. fouble

i nes represent the flow of data from one prccassor to another. There

awre two input dita cl inels feding the system from the ceutside (at the

upper part of the fligu-e) and on output data cha'ne1 (at the lower part).

Each Cr-Ocessor also has sion-als, showr as single Ine : -s ignal

1-iiCh act vates the rorrssor, and F-s gna, wihI i cenerated by the

ro-cessor- When the activity i s Ini1shd (I .. , n ututaeisrdy

-aitwng at she proces-or's outpr).,

Gi and G are - Plcal N eements (gates)- Signa! A is generated

o=niv when ith FT and F2 are present at the input of the gate. Thus- the

a-tivity of the processor P3 will begin only after both processors Pi and

hav i-hd their activity and have generated Ft and F2, respectively.

'Sn-ry- procmssor P6 will begin on!y after bosh P 4 an f t
activ-lty, since G2 is an AN ante genrat i-ig A6 On y when both F4 and F5

appear at she input.

Symbolic Pepresencatlon of th Control

Retestis between A and ; sionals of the ac-n-e syssen czn be symco0:cally

described using Booern aigebra. Thet:

A. F2-- P3

wnrere all variables have two vzPues (0, 1) with -he follwing interpretation:



0 - the signal is not present ano_

I the signal is present-

er- grera1 description will result when gates G are introduced as

-Vvrlean functions. Then

A3 - 1 Sl F2) (18)

A- A4 F3 ( )

* A5 F2

A6 G 12 (A4, F5)

.nhere gates are . presented as Boolean functions. s-icgals F are represented

J as their input vacrIables (argurents), and s.gnas' A are represented as output

variables. Thus. both equatl&ns (17) and (18 can -e considered as symbolic

representation ez the control in S.

Anp~ication of f0 Model to Algorithmlc Classrom Behavior

An undarl-k assuitiW on oF this report is that the same principles

of rule application wh.ich govern the use of coruters may also apply to

certain hunan b-havors. The rules of interest are aigorithic in nature

-n can be seen to occur- -requen:ly in ordInavr classroom -rocedures. The

-I
-Pasks wit'. which these -uiaes ca- be i1ntegrated -ana- from c-,,mple discrinstna-

(e.g., medic a diagnosis and progncss) wIth the- Drima rv rifferences

resIng " the entry skill of the learner. Once the learner possesses

I the content and Procedural base underlying the aigorithm, all that is left

Ito do is tomaser the seouerce of events and their intererlations tGeriatii

R--ser, & 3recke_ i075). We wl use the scrteacher

- can generate either ltarn -n or teaching algor:,ms with greater-eff ciency

and hi the result can Increasie earni.;n effeCtiveness.

-- = -- - = ~ -~_--- = -



The research algorithm,i Th aicorldu set-d in the smdies we wi

le examsining consisted of five ds-crlminatc-s and five d! fe rent perators

(se Fgue ).The aigoriath.m Is used toCalculate the a'munz or taxM -J c-ed or credited on stock transiacttlons Inn lvi. grrns 3-A losses, i terms

ofl the model, tile width of this algoritir' s five: th3 is, there are

f~eoeaosor discrimInators on the Same leval -As stated earlier)

tprocessing width ofl each. brn alasrmis otr human operation.

mhe -depth of this a Igor'siLr- is four, because thse longest branch consists

of four serial transitions, with individual branches rangtng 'Irom three

to four. Unlike the- algo-ifr sin the previous setote a rbe

entails fSive vossible outoc rathmer than -lust one. Nevertheless, ther

concepts and prin~c~ples of the h P8l plyWith equal -acit, as- Uthey

wilwith any pure -8':or' it (as opposed toa q.s-lnrt Lnda, 1574

Slung &Carrasco,ic)-

Inn
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START
NI

Is selling pricegreater than

market value?

greater than I j greater than -

cos price? cost price?

YES NO YES NO

jIs selling price' I ng price
greater theangetrt

-O i ,1.-
No tax 1 Ta a--' I owe.. ---lowe

-Tax charged FlTax charged No a.xloe 1  .Xaloe
-on selling os selling elther jon cost price ,. , on nrarket

- lprice less the -price less theI --harged or' S te the I ,vatue less thej

market value imarket value a aeq ed. s+.iing price i jseliing price, "

i' ess expenses.] less expenses." I i olus t .pensesa! pi u: expenses.

Figure 1.

Algorithm for solving tax computation problems (Schmid S Gerlach, 197.?).
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Next -it us determIne the processing characteristics of the tax problem;

The processing descrIptors cannot be calculated without an examination of P

the- problem Itself. To Illustrate, It appears upon inspection of the

flowchart that parallel processes can cccur on Levels 2, 3, and 4. However,

the following sampIe problem will demonstrate otherwise. Let us assume,

that stock XYZ was bcught for $10O0 and sold for $2000. The expenses

amounted to $150. To calculate taxes, a fourth variable must be considered:

the market value of the stock on April 15th, which is the theoretical worth

of the stock. The market value is used in the foiliOing way. If yet bought

the stock at less than Its theoretical value, the governr-nt gives you a

break: you subtract the market value Instead ofthcotpieocaule

profits. By the same, token, if you buy a stock and its market value goes

down and if you sell at less than the market value, the government allows

you to deduct only the theoretical value because you made the mistake of

buying an overpriced stock. Returning then to the sample problem, the

market value was set at $750. Using Figure 1, the answer to () ls Yes,

which leads to (2) which is answered No, which leads to (4) whhich Is

answered Yes, which leads to (7). The called-for operations will yinid

the answer, "Tax charged on $S0."

it is Jlrrndatelv evident that whenever a discr-iminator 'is employed,

only one branch can be chosen. Algorithmic discriminators should always

result in a single continuation which auto.aticaly excludes the remaining

branches. The tax problem as presented above is , serial when passing

lit is, indeed, well known that any discriminator can be reduced to a Set I
of binary discriminators. For example, a problem involving a-traffic j
signal with a green, a red, and a yellow light is handied thus: Is the

light green? (Yes-No) If No, is the light red? (Yes-No) if the answer

to this question is No, the light must, obviously be yellow. - -



through the discrimninators. The discriminators rely an the serial

characteristic of dependence upon input from somne prior information or

sig§nal producing component of the algorithm. In general, parallel

pirOcessirg can occur between the discriminators, or when the initial level

of the algorithat includes more than one branch (6s was always the case in

the algorithms used to descrit the model), or In the last (output) branches.

The final po~nt to be m~ade concerns the comparison of processing

characteristics of humns and Computers. The computer can be designed with

an Inherent process ng-I7P-paraI lei capability, with more than one

procsso, ad w tih ect (econtroi structure) for coordinating

the system (for example 64 processors In ILLIAC 11C-. For all practiCal1

purposes, the human mind can concentrate on ona tas5.k at a timoi-. Hocwever,

humans resemble- computers iamuh as they can operate on a ti M-sharing

basis, where the solutionS, to Intermittent transitions are derived and

held in or drawn from memorv for later use.~ extent to which instruction

can ena-le people to acquire the ability to use ils-ory in this manner, as

well as the relative efficien-cy and efectiveness of such training or

Istru~lti on, have yet toa be determined. 1ile Et is beyond the scope of

the p-resent reprt to examine the specIffics oF human parallel processing,

lt Ls our guess that It is tnl's ae6pect of the model which will assist us

In deriving a --iearar underst.-nding or h process of inference. We also

sicsoect that parallel processing comes Into play in quesi-algorithmic and

itaurlstlc activitles. The first study diiscassed In this re port only touches

the surface of this problem. f

Human thought and parallel processina. Much work has been ione in

the area of serial and parallel processing (Pask, 1976; Paivia, 19-11),

Al



but it has generally assessed individual differences and applied them to

the aptitude-tr atment Interaction paradigm, which is demonstrably aeheoretical1

V (Snow, 1976). Our intLerest in paral-lel processing has been narrowed to

whether algorithms are better taught In serial subcomponents, in parallel

clusters, or a combination of the two. Schmid and Gerlach (1977) tested

three teaching methods for tha tax problem. Treatment P (prose) was K

a prose version of the algorithm: subjects were allowed to develop their

owm solution strategy folloing an essentially serial prompting. The

subiec~is in Treatment FS (flowichart serial) were given an Intact flowchart

(Ficure l and directed through the practice problerins in an essentially

serial fashion., solving the problems by using one complete branch at a

time. Subjects In -reattent FU (flow.ar unt eevdtesm low-

chart as those in Treatment FS but were forced to me-norize Its content In

ja top-down fashion; informaticn was withdraurn or faded by deleting the

upper-levels first. The flowchart was therefore t4reated as a single

solution unit.

The rasult of this study wiere quite dramatic.. Students in Treatments

P and FS performed equally well at a high~ level of mnasteary foliowing

only 12-15 min'utes of Instruction (approximately 85%, achievement). However,

the PU group, -witch was asked to learn the aigarithn. as a single unit,

ED- Performed significantly less we"I on both irrnedate and one-week dela-ed

tests (approximately 60"). It was assum~d that, due to the similar

achievement of' the P and FFS grs those subjects were working with the

same algorithm and adopted the same st16rategy. Tc accept this assumption,

however, one would expect tne FS subjects owr oeefiinl eas

the instruction directed *hen harlediatey to the superior s trategy. The



time-data confirmed this hypothesis. The FS group mattered the algorithm

in significantly less tim than either-of the other groups. The Pros

,rua, once it adopted and learned the p oper strategy, wtorked as eficlenl

as the Flowchart Serial group on the posttests; both groups worked faster

than the FU group. Finally, oine might expect the P subjects to have -learned&

a nd retained the strattgy better because thtir treatment forced them toL

foramlate and utilize the serial strategy withoust formaf prompting. The

significant Representation (the three Instructioial treatments) x Availability

(the algorithm was withheld or made available during the post-test~s)

interaction on, tipe data confIrmed even this Prediction. ". .. the flowchart

group spent the sam amount of ti m- eIther wi 3- or wi thout the procedure;

the P group spent significantly less tim without, and the FU subjects spent

significantly wore tim without the procedure present. Further, the FS

t subjects worked significantly faster then the P subjects when the procedure

was available, whereas the opposite held true when the procedure was remo-ved"

(Schmnid Gerlach, 1977, P. 20). Figure Z2 ---th.( Interaction, is included

to illustrate the effect%. Thus, it appears froov these data that "forced

Processing" on~ a serlalsegfmen-tation approach Produces the best instructional

cornb ination

Though this demnstratifon Is greatly lilmit~d in scope, and thus

general izability, two further points can now tentatively be M~ade using tile

width anA deoth -Con-cepts. If iearning is in fact facilitated by a serial

approach (and the vast quantity of niemonic research suggests that it

should), then teaci-.ers wauld be advised to construct algorithims of a

restricted width when oassible. Mililer's %'19'-, classic memnory loadJ

principle of 7 + might wall be applied until directed research answers
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-this-problem. Furthermore, parallel transition points are not likely to

be similar enough for effective chunking. The same principle can be

firplemented in developing serial (depth) strings. A pi-lot study also

reoted in Schmid S Gerlach (1977) demonstrated that an extremnely lengthy

serial array becomes unwieldy for the learner. Indeed, the above research

only verifies Landa's (Note 2) basic Instructional principle of breaking

the algorithm down and teaching 11t in logical parts until mastered.

Beyond the mechanics. Th us far, we have described quantifiable

variables whit might affect learning, and providad some guid-lines for

using these factors to th"e Tearner's advantage. The superiority of serial

tracking suggested to us that perhaps a qualitarive fact.or may underlie,

oat least Influence, the serial'parallel diffeence, tWe also considered

the possibility that this more basic factor, if controlled for, might

equalize the obtained differences.

Serial process in-g entails a string of transi.tions, each serving as

a link In a single chi, each drawing from and contributing to the

appropriate adjacent transitions. Serial processes are the~efore always

Intrinsically logical and orderly. However, the logical order of things

Is lost to the camputer. Its only equivalent to --ntry skills is the

amunt of time a given processor requires t complete a given operation.

Practically speaking, the computer either knovis or It doesn't know, which

I means we, as users, either receive the answer very quickly with incredible

accuracy, or not at all. irr~en thought usual ly fallIs somewhere between

those extremes. To examine these shades of difference, IM the second

study (Schmid S Gerlach, 1978) we introduced hum~an logic Into an otherwise

comnpletaly cortrolled algorithmirac procedure. For example, the original

=1R
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ar-itho fis se,"stesling price greater than the market

value?" A second algorithm solving exactly the same tax problem began

wit th qustln~ Didyoumake or lose mrlev.. -V' (See Figure 3). h

assumption was that the second question is more logical or 1, -illiar to Mnost

learners, thus easier to remember. This "logical" algorithn was written

to possess the identical structural characteristics of the- ortcn~ral:

width 0 ; depth 3; requiring entirely serial processing, employing

seven discr'minators and five operators. The logical algorithm was a graphic

mirrorimage cbanIng only the 11hunman logic" by mans of content alteratin.

To further test the Intrinsic value of the logical rtformaztion, both -he

original and logic:-.- treatments were taught using only letter symbols

(e.g., "Is S > MV" for "Is the selling price greater than the market valIue?"

and so on'. The Stquence (orli-al vs. logical) main effect reached marginal

siicance for binerd lnn4Aiate and delayed nstsscres, and

sinnficace a el- 2 level on the h-mediate test alone. both in favor

of the logical a.gurit-m. There were no cianfoul-ding interactions w ith tdhe

Foerm (verbal vs. si bolic) factor. 'the time data provided even stronger

A differences, with both combined and separate oosttert times Iifavor of

the logical group.

These data, wh'i experimentally very satisfying, were not unexcected.

The more famniliar a learner Is 1ith the material, the bete th a L

will be learned (Schmid, Note A). The absence of- an interaction between

- the presentat ion foe-mars further suggests that t e e-fect of famiIliarity

is general rather than speciic t_- any partic-ular algorithmic representa-

W__ improve the effectiveness not only of the disacreta processing units

Ein-r1tesadonto h oecnetfaiirt per oI
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(id-vidual discriminators and operators), but Also the structural

coheiveessof te agorthmas a whole. This cohesiveness leads to

_0gical formation which aids learning and retention.

Principles drawn from cognitive research do appear to transfer to

the more regimented characteristics of algorithmic learning. This finding,

whi-le not surprising, adds an Important link to the connection between

learning studies dealing primari ly with word, sentence, and paragraph stimuil

and the type of learning typically required on a training level. Furthermore,

the concepts presented regarding the development of algorithms via the model IA

should produce results reciprocal to those drawn froin propositional- and

schema-based studies (K'ntsch &Vav OIjk. 19'78; Thorndlke &Yekovich,

1979, In press). This type of empirical correspondence is essential If

instructional design Is to keep abreast of development-s in the psychological

fields. History is replete with examples either of blind acceptance andI

application of basic research, which ended In dicaster, or blatant rejec-

tion of Its results due to llilrrelevance."

it is apparent that only~ a smell part of the MOWe presented above-

has been put to task, and then only in a ps o aho.Teavnae

of such a modeling exercise are nevertheless obvioaus. The model supplies

the Instructional designer with a precise terminology for describing both

the content and structure of as learning or teaching algnorithm. The- guide--

lines conctrning the various parameters of a Oiven algorithm presented

above can have finnediate Instructional consequences for Improving

learning. Once an algorthm. has been defined within the context of the

mdel, it is likely that the -Computer Itself can be progranvned to "test;

for the optimal configuration of the algorithm anda, thus, to assist in irbprovln _



-it-. Finally, when -content -r atter, task requirements, d learner-character;-

litics -forte instructin oitt of ain algorithmic mold, the as yet unexplored M

-concepts of paral lel process Ing (alluded to above) and- theoir corresponding

gate-keeping functions may- provide a useful niodel for the study of human J
memory, -with a consequent Improvemment in Instructional design And development.

I
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